Mode I steady-state crack propagation through a fully-yielded ligament in thin ductile metal foils
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Abstract

Steady-state crack propagation is the advance of a self-similar crack tip with a constant driving force. Though steady-state growth is often described with analytical models, it is rarely experimentally observed or characterized under quasi-static loading conditions. Thin ductile metal sheets, such as the 25.4 μm, 50.8 μm, and 127 μm thick 1235 aluminum specimens used in this study, exhibit steady-state crack propagation but cannot be characterized by conventional linear-elastic (K) or elastic-plastic (J) crack tip parameters that require contained crack tip plastic zones. Instead we used a fully-yielded plastic crack growth resistance analysis (i.e., ligament stresses were above the tensile yield stress) to identify when cracks in thin aluminum sheet specimens reached steady-state propagation conditions. At steady-state a constant, characteristic crack growth resistance, \( \sigma_c \) was observed for each sheet thickness (\( \sigma_{25.4 \mu m} = 60 \) MPa, \( \sigma_{50.8 \mu m} = 93 \) MPa, and \( \sigma_{127 \mu m} = 93 \) MPa). This \( \sigma_c \)-controlled crack growth is dramatically different from conventional linear elastic and elastic plastic crack growth because the plastic zone is uncontained and extends across the remaining ligament.

1. Introduction

Steady-state crack growth is the propagation of a crack with a fracture process zone that does not change as the crack grows \([1,2]\) and the corresponding driving force to propagate the crack remains constant \([3]\). Steady-state crack propagation is a special case where the driving force for crack advance and material crack growth resistance both converge to some constant value as a crack advances. This convergence may occur under quasi-static crack growth conditions \([1,3,2,4]\) or time-dependent deformation conditions due to dynamic crack growth \([5]\) or creep crack growth \([6–9]\).

Classic descriptions of quasistatic, mode I steady-state crack growth presume that the plastic zone remains well-contained and near the crack tip \([1,3,7]\). Typical crack growth resistance measurements in metals impose limitations on plastic zone size by using large specimens for \( K \) or \( J \) analyses \([2,4]\) or double edge notch specimens for essential work of fracture \([2,10,11]\) analyses. Steady-state creep growth involves a low driving force for crack propagation, which confines the most extensive deformation to the near-crack tip region \([7,9]\). Standard metal sheet tearing resistance measurements characterize mode III crack growth, which limits plasticity because a large portion of the uncracked ligament remains completely stress free \([12]\). All of these established measurements and descriptions of steady-state crack growth involve a limited plastic zone size. Specifically, a self-similar crack tip process zone which is embedded inside a contained, self-similar plastic zone which is in turn embedded inside an elastic deformation field. A well-defined and contained plastic zone based on strategies such as the Hutchinson, Rice, Rosengren (HRR) field helps ensure valid \( K \) and \( J \)-based characterization of crack growth, but it is not a prerequisite for steady-state crack growth or a fundamental restriction on the calculation of the \( J \)-integral.

In a prior publication \([13]\) we found that a single parameter, \( \sigma_c \), characterized mode I crack growth resistance in thin (25.4 μm) aluminum sheets. Even though those specimens showed extensive plastic deformation, crack propagation was controlled by a characteristic driving force \( \sigma_c \), which indicated steady-state crack growth. In contrast to conventional descriptions of steady-state crack growth \([1,3,7,2,4]\), propagation stress (or net section stress) analyses of mode I crack propagation require a fully-yielded uncracked ligament (i.e., stresses in the ligament are above the tensile yield stress). Fig. 1 schematically shows the different stress vs. normalized crack length responses of hypothetical \( \alpha_c \)-controlled \([13]\), \( K \)-controlled \([13]\), and fully-plastic \( J \)-controlled \([14]\) specimens when the driving force (and resistance) for crack growth is constant (i.e., during steady-state crack growth...
conditions). Fig. 1 also shows the stress vs. crack length behavior of a typical thin ductile metal sheet specimen, which illustrates how \( c \) characterizes the portion of the experiment where steady-state crack propagation occurs. This is the power of a fully-yielded plastic crack growth resistance measurement: we can use \( c \) in a fully-yielded thin sheet where \( K \) and \( J \) analysis cannot be easily applied due to extensive plastic deformation (i.e., the plastic deformation is not contained by a computationally convenient zone or field).

Steady-state crack growth is a subject which is often approached analytically \([1,3,7,2]\) but a phenomenon which is rarely measured experimentally under quasistatic loading conditions. The reason such measurements are rare is because of the conditions necessary to make a valid \( K \) or \( J \) measurement create difficulties in producing steady-state crack growth. Consider a material with crack growth resistance described by a \( R \)-curve (i.e., driving force and/or resistance as a function of crack length or crack extension). If a material is capable of quasi-static steady-state crack growth, then it must have some range of crack lengths with a flat \( R \)-curve, i.e. \( \frac{\partial R}{\partial a} = 0 \). Not all materials can necessarily reach a \( \frac{\partial R}{\partial a} = 0 \) condition. The conditions for measuring valid \( K \) or \( R \) values also create challenges in experimentally measuring a flat \( R \)-curve. Unstable crack growth (and the loss of quasi-static crack growth conditions) occurs when the rate of driving force increase (\( \frac{\partial K}{\partial a} \) or \( \frac{\partial J}{\partial a} \)) exceeds the crack growth resistance \( \frac{\partial R}{\partial a} \). In order to measure steady-state crack growth in a material with a \( K \) or \( J \)-controlled crack, one would have to perform an experiment where \( \frac{\partial R}{\partial a} \leq 0 \) or \( \frac{\partial J}{\partial a} \leq 0 \). This requirement eliminates most force-controlled experiments and experiments with significant elastic energy storage (i.e. specimens with small, contained crack tip plastic zones inside a larger elastic strain field). The \( K \) and \( J \)-controlled stress of crack propagation curves in Fig. 1 show how quickly a specimen under displacement control must decrease stress with increasing crack length (i.e. increase in compliance) in order to exhibit steady-state crack growth characterized by either \( K \) or \( J \). On the other hand, a very ductile thin sheet with widespread plastic deformation decreases in stress gradually. While this facilitates experimental measurement, such specimens cannot be characterized using \( K \) and pose special challenges for \( J \) analysis.

Thin ductile metal sheets give us an opportunity to study quasi-static steady-state tearing, yet they bear little resemblance to conventional analytical descriptions of steady-state tearing \([1,3]\) and defy characterization by conventional \( K \) or \( J \) analyses. Contrary to analytical models of steady-state crack growth with limited plastic zone size \([1,3,7,2]\), thin ductile metal sheets undergo steady-state crack growth with large-scale yielding \([13]\) which precludes us from using conventional \( K \) or \( J \) measures of crack growth resistance. We should emphasize that the challenge with using a \( J \)-integral based approach in ductile thin sheets is a practical one, not a fundamental limitation of the strain energy release rate crack tip parameter. Established elastic-plastic, strain hardening process zone descriptions like the HRR field are not applicable to thin, ductile sheets because plasticity in the fracture process zone is so extensive. To use \( J \) we must have accurate, experimentally validated three dimensional finite element models that
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capture the complete deformation history in the vicinity of the crack tip. We are not aware of such models for thin ductile sheets. Alternatively, clever experiment design, such as using double edge notch tensile (DENT) specimens can induce predictable plastic zone scaling as in the case of crack growth resistance with the essential work of fracture concept [11,10]. εₚ has the distinct advantage that it can be measured in a wider variety of thin ductile metal sheets specimens without needing to control or model this plastic zone scaling. In this manuscript, we investigate mode I steady-state crack growth in thin aluminum sheets. We identify the range of crack lengths where steady-state crack growth appears, explore how steady-state crack growth scales with sheet thickness, and discuss how εₚ relates to sheets’ microstructure and uniaxial tensile properties.

2. Materials and methods

2.1. Materials

Tensile specimens (designated “T” elsewhere in this manuscript) were fabricated from 25.4 µm, 50.8 µm, and 127 µm thick commercially pure 1235 aluminum foil stock and cut into dogbone-type geometry based on the ASTM E345 A geometry [15]. The 25.4 µm thick specimens were cut with a 355 nm wavelength machining laser (QuikLaze-50ST2), the 50.8 µm were cut with a Sizzixe Clips2 blade cutter, and the 127 µm thick specimens were cut with a Maxiem 1515 waterjet cutter then the edges were smoothed by manually sanding them with 1200 grit SiC abrasive paper. All of the specimens had the same nominal reduced section length (30 mm), reduced section width (12.5 mm), gauge length (20 mm) and fillet radius (9.5 mm) (Fig. 2). A QuikLaze-50ST2 machining laser (20 µm (transverse direction) by 4 µm (tensile direction) exposure area) was used to add 1.0 mm or 2.0 mm notches to the dogbone-type specimens to create single edge notch tension “SE(T)” and middle crack tension “M(T)” fracture mechanics specimens (see Fig. 2).

We cut three strips approximately 1.0 cm by 6.0 cm from each of the rolls of aluminum sheet for grain size characterization. The as-rolled sheets were only prepared electrochemically (i.e., the films were not thinned or planarized by mechanical polishing). We applied Kapton tape to each specimen so that an area of approximately 1.0 cm × 6.0 cm was exposed on one end with some exposed metal left at the other for an electrode clamp to attach. Each strip’s exposed end was measured with digital calipers and then anodized by immersing it in 2.3% fluoroboric acid solution 1 cm from a parallel 4 cm wide by 6 cm tall cathode cut from the same aluminum stock. The electrolyte was not stirred and at room temperature (about 20 °C). The Kapton tape limited the surface area exposed to the solution as an Agilent E-3612A power supply was used to anodize the specimens with a current density of 155 mA cm⁻². After 20 s of anodization, we quickly removed the specimens from the electrolyte and gently rinsed them in a warm water bath [16].

We imaged the anodized specimens using an Olympus BX40 optical microscope in bright field mode using the 5× objective and two (U-PO and U-AN360) polarization filters. Twenty random lines were overlaid onto a field of view from each of the three specimens cut from sheets of each of the three thicknesses of aluminum sheet. The number of intercepts between each line and the grain boundaries were manually counted and used to compute a mean lineal intercept (MLI) grain size using the Heyn method ASTM E112 [17]. The mean lineal intercept grain sizes \( L \) of the sheets were measured as \( L_{25.4 \mu m} = 127 \mu m, L_{50.8 \mu m} = 120 \mu m, \) and \( L_{127 \mu m} = 177 \mu m \).

We characterized the texture of each sheet using a PANalytical XPert MRD Pro diffractometer in parallel beam geometry with Cu-Kα radiation through a sealed Cu tube (45 kV/40 mA) and a graphite monochromater, a polycapillary X-ray lens (1 mm × 1 mm), an Eulerian cradle and a proportional counter. We used glancing angle measurements to characterize the texture to different depths into the aluminum sheets. For each sheet, the texture was characterized at approximately half of the sheet thickness and the entirety of the sheet thickness in order to determine whether there was any textural asymmetry between the different sides of the sheets. An open source MATLAB program
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MTEX v.4.3 was used to analyze the texture data obtained and generate pole figures.

2.2. Specimen preparation and experimental methods

A total of 34 tearing and 11 uniaxial tensile tests were conducted. All specimens were placed on paper backings before being fixed in the load frame grips which helped prevent wrinkling and misalignment as they were placed in the test frame grips. The specimen’s grip sections were glued to the paper backing, while the fillets and reduced section were laid flat against the paper but otherwise free. The specimens were then placed in the load frame’s wedge grips which were then tightened. Once the specimens were secured in the grips, the portion of the paper backing behind the reduced section was removed.

All specimens were tested with an Instron 5848 (Instron, Norwood, MA) load frame equipped with a magnetic linear encoder with a 20 nm resolution (Heidenhain, Schaumburg, IL) placed on a bench top vibration isolated platform (BM-4, Minus K Technology, Inglewood, CA). Please note that this is a high precision, low force, closed loop load frame that does not have the backlash other control issues that are often
associated with using high capacity load frames at low loads. All specimens were held in the low force testing frame with wedge grips. A 100 N Instron 2530-427 static load cell was used for the 25.4 µm and 50.8 µm thick specimens and an Instron 1500ASK 1000 N static load cell was used for the 127 µm thick specimens. The associated uncertainty in stress was 0.1% of the calculated value. Experiments were controlled by a custom-built program written in NI Labview 7.1 using a GPIB interface to control the load frame and record force and displacement data. All tests were performed in displacement control with a crosshead displacement rate of 0.01 mm s⁻¹ for the 25.4 µm and 50.8 µm thick specimens and 0.025 mm s⁻¹ for the 127 µm thick specimens with an estimated local strain uncertainty of 0.4%.

A 24 megapixel (6000 × 4000) Nikon D3300 DSLR camera fitted with a Nikon macro lens was used to capture images before and during experiments. The specimens were illuminated with a 50.8 mm Dolan-Jenner FLD light diffuser connected to a Dolan-Jenner Fiber-Lite light source, and the camera was positioned such that it viewed the specimens through the light diffuser. Thus, images were captured with an illumination condition analogous to brightfield microscopy. The SE(T) and M(T) specimens were tested with a second fiber optic light source which triggered the camera at a rate of 1 Hz using a connector wired from the Arduino to the camera’s accessory port. The camera settings were ISO 100, aperture f/13, and shutter 1/320 s. The camera was triggered using an Arduino Mega microcontroller with custom firmware which triggered the camera at a rate of 1 Hz using a connector wired from the Arduino to the camera’s accessory port. The camera trigger was synchronized to the experiment start with a TTL signal wired directly to the camera from the Instron load frame controller. The force, displacement, and image capture data were synchronized to within 1 µs. The images captured during the experiment were then used to measure the crack length of SE(T) and M(T) experiments with (6 µm) spatial resolution vs. a minimum notch size of 0.4%. The experiments were stopped when the cracks either reached the far edge of the specimens or a secondary crack initiated from the back edge. Representative fracture surfaces and fracture profiles were imaged using a Hitachi TM3030 bench-top scanning electron microscope (SEM) in “COMPO” backscatter imaging mode.

In addition to crack growth experiments, we also performed uniaxial tensile experiments on straight gage specimens without notches. The specimens were speckled with a light dusting of acrylic paint to give the surface additional contrast for digital image correlation and tracking (DIC). These specimens were then tested in tension under the same conditions as the other experiments, except with a slower crosshead displacement of 0.0025 mm s⁻¹ in order to allow for capture of a larger number of images. (The force-displacement curves were compared to the faster experiments to verify that strain rate effects did not significantly alter the results.) A regular grid of points was defined in the first image and then tracked through the image sequence using a Python (Anaconda 2.7) implementation of the OpenCV sparse optical flow feature tracking algorithm calcOpticalFlowPyrLK. Any features that the algorithm failed to find or could not be tracked back to within 2 pixels of their location in the previous image in the sequence were discarded. We then applied a linear interpolation scheme to a Voronoi triangulation of the points and their displacements, resulting in a continuous displacement field. We then took the gradient of the displacement field to compute a strain field, from which we computed an average strain we used in uniaxial stress-strain curves. Those stress-strain curves (see Fig. 3) were used to compute the elastic moduli, 0.2% offset yield strengths, and Ramberg-Osgood parameters (see Table 2). The average ultimate engineering tensile strengths $\sigma_{ue}$ were 53 MPa ($B = 25.4 \, \mu m$, 3 specimens), 75 MPa ($B = 50.8 \, \mu m$, 3 specimens), and 81 MPa ($B = 127 \, \mu m$, 3 specimens).

2.3. Crack propagation stress

The crack propagation stress analysis to extract the steady-state crack growth resistance uses a plot of nominal stress $\sigma = \frac{P}{Bw}$ as a function of normalized crack length $l/w$, where $P$ is the applied force, $B$ is the specimen thickness, and $w$ is the specimen width. The definition of crack length, though, is a subtle but important distinction from other fracture toughness conventions. For this study, we will use the total crack length $l$ rather than the conventional crack length per crack tip $a$ usually used in fracture mechanics. Thus for our SE(T) and M(T) configurations the crack lengths are $l_{SE(T)} = a$ and $l_{M(T)} = 2a$. The choice to
use the normalized crack length \( \frac{l}{w} \) resulted in a convergence in the crack propagation curves of the different specimens. As detailed in [13], the convergence of different specimens’ crack growth curves defines the onset of steady-state crack growth and similitude. Once steady-state has been reached, the nominal stress decreases linearly with normalized total crack length and a characteristic steady state stress, \( \sigma_c \), is defined.

2.4. ANOVA of residuals for detecting convergence

Nominal stress (\( \sigma \)) vs. normalized crack length (\( \frac{l}{w} \)) plots showed that SE(T) and M(T) specimens with different starting notch lengths converge after a certain amount of crack growth. We formulated a quantitative measure of convergence by applying analysis of variance (ANOVA) to the residuals of nonlinear least squares fits of a power law function to the propagation \( \sigma(\frac{l}{w}) \) data points (i.e. the data points after the maximum stress was reached). The details of the algorithms and their (open source) implementation are detailed in Appendix A.

3. Results and discussion

Though ductile thin metal sheets offer an opportunity to characterize quasi-static mode I steady-state crack propagation, it is important to identify the onset of steady-state crack growth. Figs. 4–6 show the stress of crack propagation analyses for the 25.4 μm, 50.8 μm, and 127 μm thick specimens, respectively. In all three cases, the different notch lengths in SE(T) and M(T) specimens initiated crack growth at different stress levels and crack lengths, but their crack growth curves converged with one another after some crack propagation. In our previous publication [13], we fit the entire crack propagation curve to a line corresponding to a single value of \( \sigma_c \). For this study, we used a more rigorous, iterative ANOVA of residuals analysis to identify the crack lengths where both the SE(T) and M(T) specimens’ cracks were propagating at the same nominal stress values. Then we fitted this subset of the crack propagation curve to a constant \( \sigma_c \) line (Eq. (1) and Fig. 7).

\[
\sigma = \sigma_c \times \left(1 - \frac{l}{w}\right) ^{-1}
\]

Eq. (1) was rearranged to show that \( \sigma_c \) was the effective stress in the net section (i.e. uncracked ligament).

\[
\sigma_c = \frac{\sigma}{\left(1 - \frac{l}{w}\right)} \times \frac{w}{w-1} = \frac{P}{B \times (w-l)} \times \frac{w}{w-1}
\]

The characteristic stress (parameter) of our analysis, \( \sigma_c \), was a measure of the steady-state crack growth resistance of the thin aluminum sheets. The steady-state crack growth resistance, \( \sigma_c \), for each of the thicknesses tested was 60 MPa, 95 MPa, and 93 MPa for the 25.4 μm, 50.8 μm, and 127 μm thick specimens, respectively (Table 1). Though \( \sigma_c \)-controlled crack growth occurred in a fully-yielded specimen rather than a contained plastic zone as described by analytical models of \( J \)-controlled steady-state crack propagation [2], in both cases the steady-state was approached asymptotically as the crack advanced. Our ANOVA of residuals technique detected when an experiment had converged to \( \sigma_c \)-controlled growth. The convergence of SE(T) and M(T) specimens showed that even specimens with different initial conditions eventually approached steady-state crack propagation with the same \( \sigma_c \) (Table 1). It is important to note that the nominal stress as a function of the normalized crack size did not uniquely characterize the initiation and transition stages of the tearing process. However, once steady-state conditions were reached \( \sigma_c \) was predictive because the driving force scaled linearly with normalized crack length. While the steady-state

<table>
<thead>
<tr>
<th>Thickness B (μm)</th>
<th>Converged ( \sigma_c ) (MPa)</th>
<th>Standard deviation (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.4</td>
<td>60</td>
<td>2.3</td>
</tr>
<tr>
<td>50.8</td>
<td>95</td>
<td>1.3</td>
</tr>
<tr>
<td>127</td>
<td>93</td>
<td>0.66</td>
</tr>
</tbody>
</table>
crack growth resistance, \( c \), captured the scaling of the driving force for crack advance, it was not a true crack tip parameter. As a result, additional developments will be required to relate \( c \) to the crack tip stress field.

Though \( \alpha \)-controlled and \( J \)-controlled steady-state crack growth are conceptually similar in that in both cases the steady-state is approached asymptotically, there are some major differences in the different parameters’ relationship to crack extension and crack length. A \( J \)-controlled specimen approaches steady-state crack propagation after a certain amount of crack extension, and thus the crack’s starting place is an important reference point. In such cases the crack growth resistance is commonly expressed with a \( J(\Delta a) \) crack extension \( J-R \) curve. On the other hand, \( \alpha \) is a parameter which depends primarily on the uncracked ligament length \((w - l)\) rather than the absolute length of the crack \((a \text{ or } l)\) itself. This is part of why \( \alpha \)-controlled growth was easiest to identify on a stress vs. normalized crack length plot (Fig. 1). Our previous publication featured a discussion of how \( \alpha \)-controlled crack growth manifested in a analysis [13]. In our thin aluminum sheets, steady-state crack growth did not progress inside of an invariant, well-contained plastic zone as described by \( J \)-based analyses, but inside a fully-yielded uncracked ligament. Though the extensive plasticity in the specimens precluded a \( K \) or \( J \)-based analysis of their steady-state crack growth resistance, \( \alpha \) was a useful tool for exploring how steady-state crack growth was affected by specimen thickness and microstructure.

The variability within the different sheets’ converged crack propagation curves was affected by an interaction between specimen microstructure and sheet thickness (Fig. 7). The 25.4 \( \mu \)m thick specimens’ data retained the most curvature in the converged data subset while the 127 \( \mu \)m thick specimens’ data appeared to match the linear fit most closely. This qualitative observation was supported by the standard deviation of the residuals of the linear fits of the truncated data sets, which were 2.3 MPa, 1.3 MPa, and 0.7 MPa for the 25.4 \( \mu \)m, 50.8 \( \mu \)m, and 127 \( \mu \)m thick specimens, respectively (Table 1). The reason for the thinnest specimens’ convergence at a relatively low normalized crack length and retention of curvature was the greater variability within the individual experiments using the 25.4 \( \mu \)m thick sheets. Since the ANOVA of residuals analysis was a comparison between the variation within individual experiments to the variation between the experiments, the greater spread of data within the individual 25.4 \( \mu \)m experiments reduced the amount of variation between the experiments necessary to satisfy the null hypothesis for the confidence level used. This variation in the stress needed to propagate the crack was consistent with literature observations that as the dimensions of specimens decreased relative to their grain size, the variability in their mechanical properties increased [18]. The mean lineal intercept grain size \( L \) for each sheet was greater than the sheet thickness: \( L_{25.4 \mu m} = 127 \mu m, L_{50.8 \mu m} = 120 \mu m, \) and \( L_{127 \mu m} = 177 \mu m \). The textures of the texture of the three thicknesses of sheet were very similar.
The properties we measured with DICT help explain the relatively low steady-state crack growth resistance of the 25.4μm thick sheets compared to the other specimens. Specifically, the in-plane contraction ratio $\eta_{\text{in}}$ scaled with thickness, which indicated thickness-dependent anisotropy of plastic flow. The contraction ratio $\eta_e$ was the negative ratio of an increment in transverse strain to the corresponding increment in axial strain, i.e. $\eta_e = -\frac{\varepsilon_{\text{trans}}}{\varepsilon_{\text{ax}}}$ where $\varepsilon_{\text{ax}}$ was the strain in the direction of the applied force and $\varepsilon_{\text{trans}}$ was the strain in the width direction (i.e. the direction perpendicular to the loading axis and in the plane of the sheet). All of the tensile specimens converged to a constant value of $\eta_e$ for post-yield strains. Bulk metal have isotropic contraction ratios $\eta = \nu$ during elastic deformation (\nu is Poisson’s ratio) which approach ideal isotropic, isochoric behavior during plastic deformation: i.e. constant-volume and $\eta = 0.5$ [19]. We measured values of $\eta_e$ which were constant between yield and specimen rupture, but not consistent with isotropic transverse strains $\eta = 0.5$ (Table 2). By assuming constant-volume, we can compute the through-thickness contraction ratio $\eta_{\text{th}} = 1 - \eta_e$. Thus, the 25.4μm sheets contracted more than twice as much perpendicular to the sheet surface $\eta_{\text{th}} = 0.68$ compared to contraction within the plane of the sheet $\eta_e = 0.32$ for a given increment in axial strain. The in-sheet contraction $\eta_e = 0.32$ was nearly the same as for elastic deformation $\nu = 0.33$ [20], even though $\eta_{\text{th}}$ was measured post-yield. The thicker sheets also favored through-thickness contraction over in-plane contraction, but approached the isotropic isochoric contraction ratio $\eta_{\text{th}} = \eta_{\text{in}} = 0.5$ with increasing thickness. Steady-state crack growth was a transverse necking process, so we propose that the greater propensity for through-thickness contraction of the 25.4μm thick specimens ($\eta_{\text{th}} = 0.68$) relative to the 50.8μm thick specimens ($\eta_{\text{th}} = 0.63$) was a contributing factor to the lower steady-state crack growth resistance we measured in the 25.4μm thick specimens ($\Delta_{25.4\mu m} = 60$ MPa vs. $\Delta_{50.8\mu m} = 95$ MPa).

The properties of thin ductile metal sheets must be controlled by a combination of microstructure and specimen dimensions. So far we have attributed differences in steady-state crack growth resistance, $\sigma_e$, between the 25.4μm and 50.8μm primarily to thickness. We can make this comparison with some confidence because the two sheet thicknesses were the same 1235 alloy, were annealed, had nominally the same texture (Fig. 8), and had similar in-plane mean linear intercept grain sizes ($L_{25.4\mu m} = 127$ μm and $L_{50.8\mu m} = 120$ μm) which were significantly larger than the sheet thicknesses. Thus, the 25.4μm and 50.8μm thick sheets had nearly the same microstructure and differed primarily in thickness. On the other hand, the 127μm thick sheets had a MLI grain size which was larger than the other two and closer to the sheet thickness (127μm), which made differentiation between thickness effects and microstructural effects difficult. However we were still able to look at what properties did and did not follow a clear trend with thickness to infer the relative importance of sheet thickness and microstructure to the material properties.

The nominal net section stress of steady-state crack propagation $\sigma_e$ (Table 1) exceeded the yield stress, $\sigma_y$, shown in Table 2, indicating that for all specimens $\sigma_e$-controlled steady-state crack propagation occurred in a fully-yielded ligament ahead of the crack tip. The yield strength increased with increasing thickness for all three thicknesses tested (Table 2). The thickest sheet also had the largest mean linear intercept grain size ($L_{127\mu m} = 177$ μm), which ran contrary to both Hall–Petch strengthening by grain boundaries and the observations of [21,22] of much thinner (<1.0 μm) FCC metal films where decreased grain size and/or thickness correlated with increased yield strength. The scaling of the yield strength and contraction ratio with thickness both indicate that thinner sheets promoted through-thickness contraction (necking). Easier through-thickness contraction due to thickness explained the decrease in steady-state crack growth resistances between the 50.8μm and 25.4μm thick sheets which had very similar microstructures. However, we did not observe a similar scaling between the 50.8μm and 127μm thick sheets, which showed that the microstructure still influenced $\sigma_e$ significantly, especially when the in-plane grain size approached the sheet thickness. The 25.4μm thick specimens had low apparent elastic modulus $E_{25.4\mu m} = 23$ GPa compared to the thicker specimens $E_{50.8\mu m} = E_{127\mu m} = 61$ GPa (Table 1) and the ASM Handbook value for annealed pure aluminum $E = 69$ GPa [20]. Elastic moduli much lower than the expected bulk, polycrystalline aggregate (or text-ure corrected) values have been routinely reported in very thin sheets, foils, and films. Originally discussed by Mott [23] and Friedel [24],
"low" elastic moduli have been routinely discussed in the mechanical spectroscopy and sheet metal forming literature and have been attributed to the elastic motion of pinned dislocations that interact with the Peierls stress of the lattice and other defects (especially point defects). A summary of the modern literature is detailed in the handbook by Blanter et al. [25]. The mechanical spectroscopy literature on pure and alloyed metals, including Al, on this topic is extensive (a summary for Al can be found in Section 4.3 of [25]). In short, dislocation-point defect interactions can be a source of significant energy dissipation in metals at room temperature. These strains scale linearly with stress and manifest themselves as low elastic moduli during tensile tests. Depending on the defect structure and material form, the apparent moduli have been 10s of percent lower than the expected polycrystalline aggregate and texture-corrected elastic modulus values (for low modulus thin foil/film Al data see [26–34]). The low modulus in our 25.4 μm thick sheet was experimentally valid based on our calibration procedures, analyses, and the existing literature. It is useful to note that slight errors in elastic modulus do not influence our conclusion that through-thickness contraction became easier with decreasing sheet thickness.

Thin ductile metal sheets present an opportunity to characterize how mode I steady-state crack growth relates to specimen thickness and microstructure. However, crack growth in these sheets challenges conventional fracture mechanics approaches such as $K$ and $J$ because these crack tip parameters require relatively small crack tip plastic zone

---

**Table 2**

Uniaxial tensile properties of thin 1235 aluminum sheets from DIC analysis. Yield stress $\sigma_y$ and yield strain $\varepsilon_y$ were computed with the 0.2% offset method.

<table>
<thead>
<tr>
<th>Thickness $B$ (μm)</th>
<th>Elastic modulus $E$ (GPa)</th>
<th>Yield strength $\sigma_y$ (MPa)</th>
<th>Yield strain $\varepsilon_y$</th>
<th>In-plane contraction ratio $\eta_w$</th>
<th>Ultimate tensile strength $\sigma_{uts}$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.4</td>
<td>23</td>
<td>27</td>
<td>0.0032</td>
<td>0.32</td>
<td>53</td>
</tr>
<tr>
<td>50.8</td>
<td>61</td>
<td>33</td>
<td>0.0026</td>
<td>0.37</td>
<td>75</td>
</tr>
<tr>
<td>127</td>
<td>61</td>
<td>38</td>
<td>0.0026</td>
<td>0.42</td>
<td>81</td>
</tr>
</tbody>
</table>

**Fig. 10.** Representative fracture surfaces of each thickness of aluminum sheets used in this study including both the starting notch and a segment near the back edge. Arrows indicate direction of crack growth.
sizes. In contrast, the thin aluminum sheets used in this study exhibited steady-state crack propagation characterized by the fully-plastic, steady state crack growth resistance parameter, $\alpha$. Unlike the linear-elastic $K$ and elastic-plastic $J$ parameters, $\alpha$ depends on the uncracked ligament length $(w - l)$ rather than on the crack length $l$ (or $a$) or crack extension $\Delta a$. In principle a $\alpha$-controlled crack could be of any length, and the mode I steady-state tearing resistance would still depend solely on how much uncracked specimen remained. This does not mean that the crack is unimportant though, or even that the uncracked ligament has a uniform stress equal to $\alpha$ all of the way across. In all of our experiments, fracture still proceeded from the crack tip, not from any other portion of the uncracked ligament, and significant crack propagation was necessary before the experiments converged to $\alpha$-controlled steady-state crack propagation.

4. Conclusions

Steady-state tearing is typically associated with constrained crack tips and limited plastic zones due to constraint and specimen size [1,3], specialized specimen design [11,35], and steady-state creep crack growth [7,9]. However, the requirement of a limited plastic zone size is more a prerequisite for conventional fracture mechanics analyses of crack growth resistance than a requirement for steady-state crack propagation. Our crack propagation stress analysis of thin ductile metal sheets revealed a range of crack lengths where the steady-state crack growth resistance is characterized by a characteristic stress, $\alpha$. The steady-state crack growth resistance is tied to the length of the uncracked ligament ahead of the crack tip $(w - l)$ rather than the crack length. Both SE(T) and M(T) specimens ultimately converged to a single driving force, $\alpha$, after a transitional stage of crack growth. Thus we have demonstrated that steady-state crack growth conditions develop during crack propagation in thin, ductile metal sheets.

Appendix A

Here we detail the general features of the algorithm and the specific open source statistics packages that were used. All of this analysis was performed using the open source Anaconda Python 2.7 (64-bit). First, we used the optimize.curve_fit function from the open source numpy Python package to fit the propagation data of the experiments to be compared to the power law given in Eq. (3).

$$\dot{\sigma} = c \times \left( 1 - \left( \frac{l}{w} \right)^m \right)$$

(3)

It is important to note that we chose the form of Eq. (3) because it represents the data well and is thus useful for comparing the different experiments to one another, not because it has any explicit physical meaning that we have identified. In this publication, we denote experimentally-measured stresses as $\sigma$ and stress values computed from a fit as $\dot{\sigma}$. Additionally $w$ is the specimen width, $c$ is a fitting parameter with stress units, and $m$ is a unitless fitting parameter. The analysis involved fits to the individual experiments $\dot{\sigma}_i$ ($i$ is the index of an individual experiment) as well as a fit of all of the experiments combined together $\dot{\sigma}$ (index $I$ indicates all of the experiments combined). From there we computed the residuals of the fits.

$$r_{\kappa \kappa} = \sigma_{\kappa} - \dot{\sigma} \left( \frac{l}{w} \right)_{\kappa}$$

$$r_{I \kappa} = \sigma_{\kappa} - \dot{\sigma} \left( \frac{l}{w} \right)_{\kappa}$$

(4)

The measured data points are given as $\sigma_{\kappa}$ and $\left( \frac{l}{w} \right)_{\kappa}$, which is the measurement $\kappa$ taken from experiment $i$. (Note that the subscript indices are meant to indicate individual experimental measurements of stress and crack length and simplify the ANOVA sum of squares notation. Do not confuse the indices with the similar notation of stress tensors.) The fits $\dot{\sigma}_i$ share the subscript of the experiment from which they were computed $i$. The fit of all of the experiments combined $I$ is $\dot{\sigma}$. Thus for every data point $\kappa$ from each experiment $i$, we computed both a residual relative to individual experiment’s fit $r_{\kappa \kappa}$ and a residual relative to the fit of all of the combined data $r_{I \kappa}$. The remainder of the analysis is a typical ANOVA of the residuals. First, the sum of squares of residuals within experiments SoSW is:

$$SoSW = \sum_{i=1}^{I} \sum_{\kappa=1}^{K_i} (r_{\kappa \kappa})^2$$

$$d_{SoSW} = \left( \sum_{i=1}^{I} K_i \right) - I = n - I$$

(5)

The summation encompasses the total number of experiments $I$ we compared and the total number of measurements within each individual experiment $K_i$. The degrees of freedom for SoSW is $d_{SoSW}$, which incorporates the grand total $n$ of measurements from all of the experiments combined $I$. Rather than directly computing the sum of squares of residuals between experiments, we computed the total sum of squares of residuals SoST.

$$SoST = \sum_{i=1}^{I} \sum_{\kappa=1}^{K_i} (r_{I \kappa})^2$$

(6)

And then computed the desired sum of squares of residuals between experiments SoSB.
\[ \text{SoSB} = \text{SoSW} + \text{SoSB} \]
\[ \text{SoSW} = \text{SoST} - \text{SoSW} \]
\[ df_{\text{SoSB}} = I - 1 \] (7)

The final step of the ANOVA is computation of the mean sums of squares and a \(F\) value computation, which in conjunction with the degrees of freedom of the respective sums of squares \((df_{\text{SoSW}} \text{ and } df_{\text{SoSB}})\) was used to compute \(p\)-values using the open source SciPy “stats” module: scipy.stats.f.

\[ F = \frac{\text{SoSB}/df_{\text{SoSB}}}{\text{SoSW}/df_{\text{SoSW}}} \] (8)

Our ANOVA of residuals gave us a metric of the strength of the hypothesis that the individual experiments resulted in the same data. We used the ANOVA of residuals as a quantitative test of convergence of the different experimental data sets. We iteratively removed the shortest normalized crack length datapoint \((\frac{\text{df}}{\text{SoSB}}), \text{SoSB})\) from consideration, then the next shortest normalized crack length data point was excluded, and so on while recalculating the entire ANOVA of residuals getting a new \(F\) test and \(p\)-value each time. Once the \(p\)-value exceeded a confidence level of 0.01, we considered the data to have converged.

Appendix B. Supplementary material

Data associated with this article can be found in the SMARTech repository at http://hdl.handle.net/1853/60642.
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